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Abstract: A custom convolutional neural network (CNN) integrated with convolutional long
short-term memory (LSTM) achieves accurate 3D (2D+ time) segmentation in cross-sectional
videos of the Drosophila heart acquired by an optical coherence microscopy (OCM) system.
While our previous FlyNet 1.0 model utilized regular CNNs to extract 2D spatial information
from individual video frames, convolutional LSTM, FlyNet 2.0, utilizes both spatial and temporal
information to improve segmentation performance further. To train and test FlyNet 2.0, we used
100 datasets including 500,000 fly heart OCM images. OCM videos in three developmental
stages and two heartbeat situations were segmented achieving an intersection over union (IOU)
accuracy of 92%. This increased segmentation accuracy allows morphological and dynamic
cardiac parameters to be better quantified.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Drosophila melanogaster, widely known as the fruit fly, shows many similarities with vertebrates
in the early stages of heart development [1]. About 75% of disease-causing genes in humans
have been estimated to have functional orthologs in Drosophila [2–4], and Drosophila has been
widely used to investigate mechanisms associated with human cardiac disorders. As a powerful
genetic model, Drosophila has been used to investigate heart development and cardiac diseases
[5–9]. Recently, Drosophila was also used to develop a novel optogenetic pacing technique that
can noninvasively control the heart rhythm [10].

Optical coherence tomography (OCT) [11–14] is an emerging biomedical imaging technology
that enables noninvasive micron-scale, cross-sectional, 3D imaging of biological tissues. OCT
is widely used for clinical applications, including ophthalmology [15–17], cardiology [18],
endoscopy [19], dermatology [20,21], and dentistry [22]. Optical coherence microscopy (OCM)
[10], which integrates OCT and confocal detection, can achieve high resolution. The penetration
image depth of an OCM system is around 500 µm, deep enough to image a fruit fly heart, which
is around 200 µm below the surface of the fly’s cuticle. In this project, the OCM system acquires
cross-sectional videos of the fruit fly heart in vivo, each containing either 4,000 or 6,000 OCM
cross-sectional images that cover over a hundred heartbeat cycles. 2D OCM image acquisition
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is less sensitive to sample motion and A-scan position of M-mode image acquisition. With
accurate fruit fly heart segmentation from 2D OCM images, dynamic cardiac parameters, such
as fly heart area, heart rate, end-diastolic diameter (EDD), end systolic diameter (ESD), and
fraction shortening (FS), can be accurately measured. However, due to the large data size of the
Drosophila cardiac OCM recording, a robust and fast method to segment the fruit fly heart is
needed.

Different methods have been utilized for object detection and segmentation over the last several
decades. These include traditional methods, like the histogram of oriented gradients (HOG)
[23,24], the scale-invariant feature transform (SIFT) [25], and the features from accelerated
segment test (FAST) [26]. Thresholding methods have also been widely used for grayscale image
segmentation [27–29]. In addition, k-means [7] and support vector machines (SVMs) [30] have
been employed to segment images. However, high segmentation accuracy and universality are
difficult to achieve with these traditional methods.
The success of deep neural networks (DNN) in various computer vision tasks has inspired

researchers to apply DNN in image segmentation, and many network structures have been
designed for this application. The fully convolutional network (FCN) [31] is one of the most
successful DNNs for semantic segmentation. It employs a convolutional neural network (CNN)
[32] to extract image feature maps and achieves a significant improvement in training accuracy
compared to traditional methods. Later, more advanced convolutional networks were designed to
improve performance further. The SegNet [33] and U-Net [34] networks added a decoder stage,
which is a symmetrically expanding path, to accurately localize features. With a much better
model structure, DNN has much-improved segmentation accuracy over traditional methods.
As a starting point, we employed U-Net based convolutional neural networks to segment

fly heart OCM videos and called the software FlyNet 1.0 [35]. Traditional CNNs extract only
2D spatial information from each OCM image, but fruit fly heartbeat videos contain time
sequence information between adjacent images which can be used to improve the segmentation
performance further. Long short-term memory (LSTM) [36] is an artificial recurrent neural
network architecture that has feedback connections between time sequences. LSTM networks
have internal contextual state cells that act as long-term or short-term memory cells. The
time-related OCM input images of the LSTM network are modulated by the states of these cells.
This property allows the historical state of the input image to affect the segmentation prediction.
In this project, instead of segmenting the fly heart only from 2D OCM images, we further
utilized the time-dependent information contained in the fly heart OCM videos. Employing the
convolutional LSTM network found correlations between single fly heart OCM images separated
by many frames, and these correlations can help us extract time-dependent information features
of the fly heartbeat. With this well-trained FlyNet 2.0, we examined fly heart OCM videos taken
in three developmental stages and two heartbeat situations. Further, dynamic cardiac parameters,
such as the EDD, ESD, heart area, and heart rate, were calculated to further demonstrate that
FlyNet 2.0 can segment fly heart OCM videos accurately.

2. Methods

2.1. Training data and training strategy

We acquired fruit fly heartbeat videos with the custom OCM system [10] shown in Fig. 1. The
OCM system uses a broadband supercontinuum laser source with a central wavelength at 840 nm
and has a sensitivity of ∼94 dB. The axial resolution was measured to be ∼1.5 µm, with a
transverse resolution of ∼5 µm.
We collected OCM images from 100 different flies in three different developmental stages

(larva, early pupa, and adult). The datasets include 35 larva, 35 early pupa, and 30 adult flies.
The fly heartbeat videos for different developmental stages were equally distributed for training,
validating, and testing dataset. Table 1 shows how datasets were distributed for training, validating,
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Fig. 1. The OCM setup uses a super continuum light source with a central wavelength of
840 nm. A rod mirror splits the laser beam into sample and reference arms.

and testing with different developmental stages. To record fly heartbeats over time, each OCM
video includes either 4000 or 6000 frames of 2D fly heart images which were continuously
imaged over 35 or 60 seconds, respectively. We generated a large training database for fruit
fly heart segmentation, including 500,000 well-masked fruit fly heart images. Our strategy to
generate the training dataset was first to mask 20,000 fruit fly heart images with Amira software
manually, then to use these 20,000 images as a starting point to train with the CNN model, an
updated version of FlyNet 1.0 [35]. Then we segmented the fly heartbeat OCM videos with this
CNN based model. However, the IOU segmentation accuracies of these videos were only around
80%, not good enough for FlyNet 2.0 training; hence we wrote segmentation software in C++
to help manually revise the segmentation results from the CNN model. The corrected masks
and OCM videos were used as training and testing data for FlyNet 2.0. With this method, we
quickly generated a large training database for fruit fly heart segmentation, including 500,000
well-masked fruit fly heart images as ground truth.

Table 1. Datasets for different developmental stages of fly

Training Validating Testing

Larva 140,000 20,000 15,000

Early Pupa 140,000 20,000 15,000

Adult 120,000 15,000 15,000

Images from the same long OCM videos were used as either training or testing data. No
testing data were used during the training process. We resized every fly video into 10 or 15 short
videos, each including 400 frames. For each short video, we selected 32 temporally adjacent
frames as one training data batch. In order to increase the number of datasets, the data was
randomly augmented spatially and temporally by one of the following four methods (1) random
image flipping, (2) random image rotation (3) contrast adjustment (4) switching the temporal
down-sampling factor (indicating the number between the adjacent frames of the training input)
between 1 ∼ 4. We adjusted the contrast by multiplying and adding gain and bias parameters for
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each pixel in the OCM images. The equation was shown below:

g(i, j) = αf (i, j) + β, (1)

where i and j indicate that the pixel is in the i-th row and j-th column, α is the gain parameter, and
the β is the bias parameter. So, after image augmentation, in total, we had 2000 training videos
including 800,000 images, 275 validating videos including 110,000 images, and 225 testing
videos including 90,000 images.

2.2. Network architecture

Our FlyNet 2.0 integrates convolutional LSTM blocks into the U-Net architecture [34,37]. The
U-Net architecture, built as an encoder-decoder structure with skip connections, enables the
extraction of spatial information at different image scales. By retaining extracted representations
in the LSTM memory units, LSTM allows the consideration of the former cell appearances
at multiple scales. We use a combination of convolutional LSTM layers in every scale of the
encoder of the U-Net.
As shown in Fig. 2, FlyNet 2.0 includes four encoder and decoder blocks [37]. Each block

in the encoder includes one convolutional LSTM layer, two leaky ReLU layers with a 0.3
negative slope, two convolutional layers, two batch normalization (BN) layers, and each blocks
finally downsampled using the MaxPooling operation. The decoder blocks consist of a bi-linear
interpolation, a concatenation with the parallel encoder block, and two convolutional layers, batch
normalization, and leaky ReLU. Each convolutional layer has a kernel size of 3 × 3, with layer

Fig. 2. FlyNet 2.0 structure for fruit fly heart segmentation. The left four plate blocks
indicate the encoder, and the right four plate blocks indicate the decoder. Each plate block in
the encoder includes the LSTM layer to extract time sequence information from fly heart
videos. Time sequenced input OCM images are connected by the LSTM cells.
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depths of 128, 256, 512, and 1024. Each MaxPooling layer uses a kernel size of 2×2 without
overlap. Each convolutional LSTM kernel is 5 × 5, with layer depths of 128, 256, 512, and 1024.
The number of filters is symmetric between encoder and decoder. The last convolutional layer is
input to a softmax layer to produce the final probabilities.

2.3. Loss functions and training parameters

For the training process, intersection over union (IOU) was used as the accuracy metric to evaluate
the performance of the FlyNet 2.0 network. IOU, as shown below, describes the similarity
between the ground truth and the predicted result:

IOU =
Ipredicted ∩ IGT
Ipredicted ∪ IGT

, (2)

where Ipredict and IGT represent the predicted result and ground truth result, respectively. A
differentiable soft IOU score was used as our loss function during the training process and the
Adam optimizer [38] was used to optimize the training process. The learning rate for FlyNet
2.0 was set to 10−5. Early stopping strategy was employed to improve training efficiency. The
program stopped training if the validating loss value improved less than 10−4 for 3 epochs. We
saved the final model with the lowest validation loss.

3. Results

We trained fly heart OCM images on a single NVIDIA GeForce GTX1080 GPU with 8 GB of
memory. With reference to the IOU test, the segmentation accuracy of FlyNet 2.0 was 92% which
improved over the 86% value of the FlyNet 1.0 (re-trained with the same data as the FlyNet 2.0).
FlyNet 2.0 employs convolutional LSTM layers to extract the temporal information contained
between adjacent fly heart images. The convolutional LSTM layers were inserted in the encoder,
as shown in the network structure. However, different combinations of convolutional LSTM
layers were tested to compare their performances during the training process. Three different
network structures were tested: (1) the convolutional LSTM layers only in the encoder, (2) the
convolutional LSTM layers only in the decoder, (3) the convolutional LSTM layers in both the
encoder and decoder. We tested all three structures with the same training dataset, and the loss
functions were consistent. The testing IOU accuracy results for all three structures are shown
below in Table 2. The convolutional LSTM layer in the encoder achieved the best segmentation
accuracy. Hence in our FlyNet 2.0, we inserted the convolutional LSTM layers in the encoder to
achieve higher training accuracy.

Table 2. IOU accuracy of three different network structures

LSTM in encoder LSTM in decoder LSTM in both

IOU Accuracy 92% 81% 85%

We tested FlyNet 2.0 with fly heartbeat OCM videos from different developmental stages
and with different heartbeat situations. Figure 3, 4, and 5 show segmentation results of several
heartbeat cycles for larva, early pupa, and adult fruit flies, respectively. For each developmental
stage, twelve OCM images were selected to demonstrate heart contraction and dilation. Figure 3
shows the segmentation result of a larva’s heartbeat cycles. In the larva stage, the shape of
the fly heart changes during the heartbeat. With FlyNet 2.0, the fly heart can be accurately
labeled at different time stamps, even though positions and shapes have changed. To characterize
Drosophila’s heart fitness, it is important to analyze certain functional parameters [39], such
as the end-diastolic diameter (EDD), indicating the diameter during the heart dilation, and the
end-systolic diameter (ESD), indicating the diameter during heart contraction. These parameters
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can be calculated based on the segmentation output of the neural network. As shown in Fig. 3, at
147ms the fly heart dilation area achieves its maximum. The EDD value for this beating cycle
is equal to the maximum distance of the red labeled pixels in the vertical direction. At 256ms
within the same beating cycle, the fly heart contraction area achieves its minimum. The ESD
value is equal to the maximum distance of the red labeled pixels in the vertical direction. The
EDD and ESD values of the larva stage at 147ms and 256ms are 159 µm and 92 µm, respectively.
In comparison, the EDD and ESD values of the ground truth are 164 µm and 95 µm.

Fig. 3. FlyNet 2.0 segmentation results for larva heartbeat cycles (see Visualization 1).
Twelve frames from Visualization 1 are shown.

Figure 4 shows the segmentation results for a fly heart contraction in the early pupa stage.
With FlyNet 2.0, the hearts were accurately masked for all contraction stages, as shown in Fig. 4.
The EDD and ESD values of the early pupa stage at 139ms and 256ms are 247 µm and 114 µm,
the same as the ground truth values.

Figure 5 shows the segmentation results for an adult fly. The adult fly has a dark cuticle which
increases light absorption and scattering. Therefore, the backscattered intensity from the fly inner
organ is much lower compared with the larva and early pupa flies. Lower backscattered intensity
influences the signal-to-noise ratio and contrast of the OCM images. Thus, the boundaries of
adult fly hearts are not easy to observe, making it difficult to detect and label the fly heart from
only spatial information. By adding temporal information, FlyNet 2.0 can accurately segment
the adult fly heart at different contraction stages. The EDD and ESD values of an adult fly at
198ms and 140ms are 198 µm and 140 µm, which are slightly less than the ground truth results
of 203 µm and 144 µm.
Besides testing flies at different development stages, two different heartbeat situations were

selected to test with FlyNet 2.0. The first situation was a steady heartbeat throughout the whole
OCM video, and the second was a heartbeat frequency that changed during the whole OCM
video due to optogenetic pacing [40]. For each situation, a 4000 or 6000 frames fly heartbeat
video was segmented with FlyNet 2.0. Based on the segmentation results, the fly heart area was

https://doi.org/10.6084/m9.figshare.11362826
https://doi.org/10.6084/m9.figshare.11362826
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Fig. 4. FlyNet 2.0 segmentation results for early pupa heartbeat cycles (see Visualization 2).
Twelve frames from Visualization 2 are shown.

Fig. 5. FlyNet 2.0 segmentation results for adult heartbeat cycles (see Visualization 3).
Twelve frames from Visualization 3 are shown.

https://doi.org/10.6084/m9.figshare.11362829
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calculated for each frame. The area of the fly heart lumen in each OCM image can be calculated
as the summation of the red labeled pixels. From the area plot, we can characterize the heart rate.
The peak values in the area plot represent the maximally dilated heart area for every contraction
cycle. The contraction period is the distance between two adjacent peak points in the area plot,
and the heart rate can be calculated as the reciprocal of the contraction period. For each input
video, we concatenated all the OCM frames to generate an M-mode image showing how the fly
heart changed during the long recording time. Based on the segmentation results, the fly heart
area value and its corresponding heart rate for each frame were plotted to see if the segmentation
results were consistent with the M-mode image.

Figure 6 shows the first heartbeat situation, in which the fly heartbeat frequency, at the resting
heart rate, is uniformly distributed with time. The fly heart video includes 6000 frames recording
the heartbeat for 60 seconds. Figure 6(a) is an M-mode image of the early pupa fly heartbeat
video, showing that the fly heart contracts regularly and is not influenced by the laser beam used
for OCM imaging. The shapes and areas for all the contraction cycles are similar. FlyNet 2.0 was
employed to segment the whole OCM video. Based on the segmentation results, we calculated
the heart area for each frame. Figure 6(b) shows the area plot for the 6000 frames of the fly
heartbeat video. Fly heart areas are regularly distributed for 60 seconds, a result consistent with
the M-mode image. Figure 6(c) shows the heart rate plot based on the segmentation results. The
heart rate is around 100 beats per minute for the fly heartbeat video.

Fig. 6. Fly heart OCM image, area plot, and heart rate plot with a uniform fly heartbeat
frequency (see Visualization 4). (a) M-mode image generated from a 2D OCM video of an
early pupa. (b) Fly heart area plot. (c) Fly heart rate plot.

The second example involves the alteration of the heartbeat frequency over the course of the
OCM video of a larva, driven by optogenetic pacing [40]. The OCM video includes 4000 frames
recorded over 35 seconds. Figure 7(a) clearly shows that the frequency changed three times
during the recording. From the 5th second to the 10th second, from the 15th second to the 20th

second, and from the 25th second to the 30th second, we employed optogenetic pacing to speed
up the heartbeat frequency. During the pacing time, not only was the OCM laser beam used to
image the fly heart, but we also illuminated the fly heart with a flashing 617 nm LED light at
5Hz, 5.5Hz, and 6Hz, respectively. When this red LED light was on, the fly heartbeats at the
same pace as the flashing frequency of the LED. Figure 7(b) and (c) respectively show the fly
heart area and heart rate plots based on the segmentation results. The plots clearly show that
the fly heartbeat frequency increases during the pacing time. From the 10th second to the 15th

second and from the 20th second to the 25th second, the fly heart needs time to recover to its
resting rate. After each tachypacing, the heart rate slows down below the resting heart rate then

https://doi.org/10.6084/m9.figshare.11362832
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gradually recovers. Immediately after the repeated pacing challenge, the heartbeat further slows
down and takes a longer time to recover [40]. Tachypacing challenges the heartbeat by forcing
the fly heart to follow the pacing frequencies, which induces stress on the heart. After the second
tachypacing, the cumulative stress from multiple challenges causes the heart to take a longer
time to recover and leads to a larger variation. Figure 7 clearly demonstrates that FlyNet 2.0 can
accurately segment fly heart OCM videos, even when the fly heartbeat frequency changes.

Fig. 7. Fly heart OCM image, area plot, and heart rate plot with fly heartbeat frequency
changes (see Visualization 5). (a) M-mode image generated from a 2D OCM video of a
larva. (b) Fly heart area plot. (c) Fly heart rate plot.

4. Discussion

Our custom FlyNet 2.0 software employs both spatial and temporal information to segment images
of the fruit fly heart in OCM videos. Compared with FlyNet 1.0, FlyNet 2.0 has two improvements
in its neural network structure design. First, for each convolutional block in both the encoder
or decoder of the U-Net, we added two batch normalization layers and two leaky Relu layers.
Leaky Relu layers [41,42] can accelerate the training process and keep the back-propagation
optimization from getting stuck [42]. The batch normalization layers [43] provide regularization
and also speed up the training time. The second improvement adds convolutional LSTM layers
in the encoder of the network. We decided to insert convolutional LSTM layers in the encoder by
trial-and-error. There are two possible reasons that the network with the convolutional LSTM
layers in the encoder achieves the best IOU accuracy. First, adding the convolutional LSTM
layers to the encoder adds more degrees of freedom since skip connections were used to sum
the outputs of the encoder at different scales with the corresponding outputs of the decoder
[44,45]. Second, the decoder employs the bilinear interpolation to increase the image scales [46].
Adding the convolutional LSTM layers in the decoder increase the loss value for our application.
With the convolutional LSTM layers, both spatial and temporal information can be extracted to
increase the segmentation accuracy of the fly heart OCM videos.

Time sequence information is widely used in image segmentation to achieve high segmentation
accuracy. A recurrent neural network (RNN) [47] copies the same network multiple times for
adjacent time-sequence images, and each copy of the network passes the output information
to its successor. However, vanishing or exploding gradient problems can lead to training fails
for RNN, due to the large time sequence datasets [48]. The Gated Recurrent Unit (GRU) [49]
is a simple version of LSTM that employs time sequences information. Due to the smaller
number of training parameters, the GRU model is faster than LSTM. On the other hand, with
enough computational power and training data, LSTM achieves better performance than GRU, as

https://doi.org/10.6084/m9.figshare.11362835
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shown in empirical studies [50]. Convolutional LSTM [51] can extract both spatial and temporal
features and is widely used for image segmentation with time sequence inputs. Convolutional
LSTM can be integrated with different classical segmentation CNN networks, such as a Fully
Convolutional network [52], and SegNet [53]. On the other hand, LSTMs can be separated from
the CNN network: for example, Gopinath et al. [54] built three cascaded networks to segment
retinal layers. Two CNN-based networks were used for feature extraction and edge detection, and
the LSTM-based network was used for boundary tracing. For FlyNet 2.0, convolutional LSTM
layers were integrated with the U-Net structure to generate a compact network. Hence FlyNet2.0
has the advantages of both LSTM and U-Net, achieving high segmentation accuracy with both
spatial and temporal information.

Another important parameter for FlyNet 2.0 is processing time. We tested a fly heartbeat video
with 4000 frames (128 × 128 pixels for each frame) on a single NVIDIA GeForce GTX1080 GPU
with 8 GB of memory. The total processing time using FlyNet 2.0 was 12 seconds. Including the
functional parameter calculation based on the segmentation results, the prediction took about 14
seconds in all. These results demonstrate that FlyNet 2.0 is fast and sufficiently robust for fly
heartbeat segmentation applications.

Although the FlyNet 2.0 network has demonstrated better fly heart segmentation results than
FlyNet 1.0, there still is room to improve its performance. In future work, more training dataset
of fly OCM videos with more accurate masks, in different development stages and with different
heartbeat situations, can be added to further improve the segmentation accuracy. In addition, Field
Programmable Gate Arrays (FPGA) [55,56] has been used successfully for various deep-learning
applications. We can use FPGA to achieve even faster image processing and reduce latency in
image processing.

5. Conclusion

In conclusion, we have proposed a segmentation model, FlyNet 2.0, to segment fruit fly heart
OCM videos. Based on the previous FlyNet model, this new FlyNet 2.0 utilizes LSTM to extract
both spatial and temporal information to improve segmentation accuracy. Different fruit fly
heart OCM videos with different heartbeat situations were segmented using FlyNet 2.0. The
segmentation IOU accuracy of FlyNet 2.0 was improved over the 86% value of the initial CNN
model, achieving 92%. With these accurate segmentation results, fruit fly heart functional
parameters, such as the EDD, ESD, heart area, and heart rate, can be accurately and efficiently
calculated for cardiac disease research.
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